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A recently emerging computational framework of the visual cortex assumes that it implements a generative
model of (natural) visual input [1, 2]. According to this view, the visual cortex implicitly embodies a statis-
tical model of how external causes (the latent variables of the model) combine to form the visual input (the
observed variables of the model). Given a visual stimulus, the cortex inverts the model (according to Bayes’
theorem), and thus infers which causes are likely to underlie it. Many psychophysical and physiological re-
sults are consistent with this hypothesis (see [3], for a review). However, testing this general idea directly is
difficult, since it requires the correct specification not only of the generative model putatively implemented
by the cortex, but also of its many implementational details.

An alternative approach is to look for fundamental hallmarks of generative models in the cortex that are
not specific to any particular model, but are characteristic of probabilistic inference and generation and that
require only minimal assumptions about the implementational details. We argue that one such hallmark
of any generative model which adequately represents its input is a direct relationship between the prior
distribution of latent variables, X , and their posterior distribution given some data present in the observed
variables Y : P (X) =

∫
P (X|Y )P (Y )dY . Under the assumption that neural activity in the visual cortex

represents samples from the distribution of latent variables [4], P (X) and P (X|Y ) correspond to two
different forms of V1 activity: that emerging in the absence of visual input (ie, spontaneous activity, SA), and
that evoked by visual stimulus (EA), respectively. Thus, the above equation predicts that the statistics of SA
must be identical to the statistics of EA (the latter integrated over a natural scene ensemble, P (Y )). Indeed,
physiological recordings have shown that the statistics of EA movies in awake animals are remarkably
similar to those recorded during SA [5].

Based on this framework, we analyze the activity of a hierarchical belief network, as a prototypical gen-
erative model, in order to identify other statistical hallmarks of generative models that can be found in the
visual cortex. We examine the effects of probabilistic phenomena such as the relation between evoked and
spontaneous activity, explaining away and contextual effects, and the effect of presenting noisy or ambigu-
ous stimuli to the model. We discuss the kind of statistics that could be collected in in-vivo recordings in
order to verify these effects, including measures based on data from a limited number of neurons.
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